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Abstract—

This paper will discuss the resul[s
of ., the pE. k!ctrotli~::s

( roac)mapsdeveloped f o r  the N (’ ‘W
Millennium Program. lhc roatj-
maps will place into perspective tt Ie
future directions power p~lcctrorli(.:s
will need to take in ordc:r to t)c
compatible with 3 - D  Avic)tlii:s

packages for  future s~)ac(:crt;fl
architectures. The paper will also
discuss baseline avionic systc II-I
architectures for the N (’ ‘w
Millennium Flight Projects.

New Millennium Program—.—

In early 1995, NASA Hcacic~uartc~s
charged JPL. to develop a progf 0111
that would “enable 21 S1-(%IIIUI”Y
missions through the ider]tific:~tio:l,
development, and flight validatioil  cd
key technologies”. To icj(:rltify  ttl(!
h ighes t  p r io r i t y  techncdogies  for
development, government, ind~js.tl  y,
and academia were askc(i 1()
participate in Integrated F’rodll::l
Development Teams (ll’’[)’1 $):
pElectronics, Autonomy, “1 elccolrl,
Mechanical and MIIltif~~r](:tiorl;]l
Systems, ZIll(i

MicroE;lectromechanical Syst[.:rI~:5,
-.

I “New Millennium l’mgram  l’laII”’,  11’) I )

[ 126?~},Aplil 14, 1995, p].

dew:lopeo’ roadrnaps stating which
tcc+lr]ologies for the 21 st-Cerltury
are requirecj  atld their development
scl]cdulc.

l-c) validate these technologies, a
r]umk)er of deep space and Earth
observing missior]s are planned.
These missic~ns  w e r e  s e l e c t e d
t)ascd upc)n the  read iness  o f
various technolc)gies  at the time of
project start. ‘1 he first three deep
space missions have been
selcctecj  and approved while the
E arlt) observir]g m i s s i o n  s e t  i s
under dcvelcq)rnent,  Deep Space 1
is due to launch in January 1998,
Deep Space 2 in 99, and Deep
Space 3 in 01, Interim dates are
expected for the Earth observing
missions.

[X!cf)  Space 1 will be a asteroid and
comet flyby [utilizing Solar Electric
l:’ro[)ulsion (SEF’). New
t(x:hnolc]gics  ciwnonstrated  on this
mission W’ill t)e advanced
pF”lectror~ics,  SE P, acivanced s o l a r
arrays, autc)nornous  navigation, and
:~CjV<lnC(?d  rechargeable batteries.
The solar arrays will be delivered to
JI)L t)y E;MDO as a validation of the
Scarlet Array. ‘1 his will be a true
tcarr  I elforl be tween government
agerlcics  to fiy and val idate new
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technologies. BMDO will clclivcl  Ilm
Scarlet Array, a new rnulti-bancigi  III
solar array capable of dolivcrirlg
more power than typical sir}{~lc
junction cells. Air Force Phillips I ~:tl
will participate in the validation c)?
advanced pElectronics. “1 11[.!i)
previous commitment to futldillg
advanced technology has giv(!tl
pElectronics  a h e a d s t a r t  it]
validating advanced t(;ctlr-~cllcl{)i(!s.
for the 21st Century.

Deep Space 2 will be :3
MicroLander/F)enetrator that will Ilc
a piggyback experiment c)n tlm fvl~:rs
’98 mission. It will perform sorr Ie
fundamental science and will
validate many advall(; (’d

electronics/telecom systems, i;s
well as advanced instrumer~ts.

Deepu Space 3 is scheduled to l~c
an interferometry mission. 1 I)elc
will be three spacecraft flying ~r]
formation forming t} Ic

i n t e r f e r o m e t e r . Advat 1(;( :d

technologies will include autotmilly,
advanced structures, advi,~r)c[cj
telecom.

pElectronics  IPDT—.—

The pElectronics  IPDT pattici~)ants
were selected through an cvaluak:d
process where interested n tot-r) 110 Is
submitted a ten page proposal (III
their technology. The SCIC(;t(:d
members are:
●  L e o n  Alkalai - CoLeaci,  JF’1
* Danny Dalton - CoLead, GSf (:
● Capt. Ron Marx - PJr f ort c

Phillips Laboratory
c B o b  Delean -  Loral  F~d(:riil

Systems
o Darby Terry - TRW

● [ )r. John Samson - Honeywell
* [ )r, Robcrl Kalrnan - Optivision
* Nick 1 enekctges  - Space

Computer Corporation
o Gerhard Franz - I..ockheed  Martin

Corporation
* - %l)cjia  National Laboratory r
* - Ml-l l.i~lc:cdr)  1 abs.

‘[ his membership has been
par[icipatcd in tile development of a
pElectronics Roacirnap. This
roadrnap has bcwn broken into the
follc)wing  areas:

I  [’rocessc)rs
A General I’urpose  Processors
[1 pControllcrs
(; [)igital  Signal F-’rocessing

II Storage
Ill Irlplltlclutput
N l’ower p~’lcc:tronios
V 1 C)W Power Synthesis and

Architectures
VI l’ackagirl{~

~~rcy:e_ssors-,. .

[)ue to tt-ro responses received
through the first call and the limited
funds available fclr tho total program
cmly Gerrwwl [’urpose  Processors
was chosen for detail roadrnapping
in this first phase, Figure 1 shows a
graphica! re~)resentation of the
rcmdmap.

Noti(:e  ttlat ttw processing speed
cc)r]tir)ucx  to ir)crease  w h i l e  t h e
mass ccmtinues  to fall. It appears
that the technology may be reaching
a pl:]teau  in tcr[ns of mass but the
prcmcssing  spocd is expected to
cc)rdinue tcl grow.
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Figure 1. General Pur~x~s~:
Processor f?oadmap

By and large the entire IP[ 11 felt it
impor tan t  to  deve lop  radii~tit)rl
hardened processors so that tl~c
core of the avionics was ‘t)~ill(t.
proof’. While many of the NA$4
missions do not require tadiati(~l)

hardened processors, ttlc
knowledge that such are availoh’e
and that no single event u~wct cw
destroy a critical sequence 1 s
assuring. Secondly, it was felt ttli:t
well established operating systcrws
and design environments we Itlc
wave of the future. Sp[:ci;ili705
operating systems that change frotn
mission to mission arid
development tools that chat~ge  jlu:,i
as quickly add cost, complexity, [Irl(i
schedule to projects for the futllt[.
With the advent of 12 - 18 Inorlt?l
projects, this overhead can noi, t)<!
accepted.

Storage

Non volatile memory has been ti~~
fc)cus of the IPDT to date. Wittl ttl[ ~
a d v e n t  o f competitive fl:)sll
technologies along with other rnor{
rcjbust radiation harcior)c(]

tccllnolcqics, the IPDT felt it
advisable to be Ioc)king  at non-
volatile Solid State Recorders as
ttmir  f i r s t  cq)ticm. The storage
rc)adrnap is stmwrl  in Figure 2.
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I icJure 2, Storage Roadmap

1 he dramatic changes in the
storage arena make it very difficult to
predict  wlmt tcchnolclgies will be
available and when. The Figure
SIIOWS  that rnernory densities will
corltirlue to escalate, It is ,
anticipated that solid state ? ]
recorders (SSI<S) ir~ the Gbyte  range !
will be available ir} 2000 timeframe.
7tlis CC) U[dCXi with the *’ large
acjvances in ncm-volatile  memories
mcat]s that reduced power and
archivino earl be accomplished on
bcm rd, I<ecerd discussions have
talked about tllc  use of Flash to
replace E E l’RCWl in some cases.
The IF)DT is Ioc)king into this
pc)ssihility.

@ . @ @ i t.. —..-

The requirements fc)r Input/Output
varies widely over the Deep Space
ar}d [ ar(t~ Cltwcrving  miss ion set .
[Iue to the lit~litcd communication
link s~)eed to I arlh, Deep Space
missions normally do not require



high bandwidth 1/0 systems cxccid
within the computer and possibly ii’;
links to local memory and ttw SSR
CNher than this, most [If Illc
communications can t) c
accomplished over lower bandwidtt}
systems in the 1 to 1(1 lvlbit/scc
range. Deep Space missiorls  also
have a very hard requirer~wr-tt  on
mass and powe~.;  Due to the Iirllitcd
amount of power available for [)CCP
Space missions,  the arnourd {‘f
power available for this furl(:tiorl  is
extremely limited. The standaf d
implementation of 1553 usil~g up 10
2 Watts per node is (!xtrorl~cly
intensive. A much lower stafldtly
power and smaller vc)llltlI  I:!
implementation meets the rlccds (.)f
Deep Space missions.

Earth Observing missions :jrc q~lito
the opposite. Due to the Iorgc
amounts of data taken and directly

shipped to Earth, large barldwidllls
are required. F i b e r  C)plic 11:1{0
Busses of up to 600 Mbitskw a! c
required in the 21st-Century. AIs:I,
due to the larger nature of tll[!ir wi:lr
arrays and the capability to cxlrwt
more energy being closer to ttm  SLI n

allows mc)re flexibility in II Ic
implementation. Thus, the lligti~:r
power implementations c}f I 01 )H
are well within the trade space for
Earth Observing missions.

To meet this broad spectrum arI :11
encompassing roadmap MJ;;S
developed. Figure 3 shows that
roadmap.

loSli4{
“1 0(81

\lhJ1.
pcr

}}att

1 0($(

10

1(

1 J@jE3
I+  IN-FOD II ~,,,t~k,  p~~tll~,l,k

& A\117.4 with Ill)

c_<:wy’-
}11  u I I{!*1!  d !,.>,,  RI,.  r I,,,  ,L,,l, w,

101!,! 1,,.{,!,”, ,!1”  lb,, ”

A\Ill{
~. - - - - - -  - - -  - - A,  ,  7, A.!  ,, \,, r,l.r\l  fil. ,  ,,!,,  ,,,,,,,,,,,,,.!  ,  ,4,.,,,  .,.

>. lwKy& >  ,’ ,!, s,, ,,.,, ,, ,,, ),,,,,,.
—:. .  . . — .  .  .  ..-. -—— —

’97 ‘9s ‘w 2(KI0  ’01 ’02 ’03 ‘0.$ ’05

Ycur

I igure 3. lrl~wt/C)utput  Roadmap

While the capability c)f the l/O link
ccmtinues tc~ irmwase, i t  i s  a l s o
irnpc)riard tcl rlc)te t h a t  t h e  IPDT
rmognizecl the r]eed to reduce its
powt!r requirements at the same
time. l’he star]dard  1553 and its
fitwr op t i c  cicrivativc  1 7 7 3  a r e
extremely power intensive. For
smal l  spaccc;raft  where point to
pc)int 1/0 is rec~uircd this can be an
ovwtlead  tlmt i s unacceptable.
l’hlls, this arx!a will couple closely
with the low pc)wer synthesis area to
develop rmw 1 ‘/73 systems that are
Icnv in pc)wer, mass, and volume.

[ ::l@@q_ir)fj

l“he prirrw goal of all the
pE. I(!c;trcmics  area is to shrink the
physical size c)f the various
sul)clements  ICI such a stage that
coln~)act 3L-) packaging
irll[>len~enlatic)rls  can be used. To
accomplish this, each subelement
(processors, local memory, SSR,
and input/Oulput) will be packaged
irl 2[) Multi Chip Mociules  (MCMs)/
‘i heses MC;MS w i l l then be
packaged in a 3[> configuration.
f:ic]ure 4 shows a concept for such.
an illl[)l[)n]crlttjtiorl.



aciv~Inc(;  s shown in F igure 5 must
he achieved.

Figure 4. 3D MCM Stack

The goal of this element will tlc IO
produce as much functic)rl~llily  [is
possible in the smallest spac[:.
Early on flights will ljsc n
mechanical means to achicw: tt)is
package. Later flights Will
incorporate advanced schctnos  10
achieve even greater densilics,

Power }lElectronics.— ..-—

Unlike the digital field wtlict~ has
seen dramatic increases I n
functionality accompanied it~ijl,
similar reductions in size, tt’ll[;
analog field has not kept pace. OIIIE;

of the pr ime goals of  ttm Ncw
Millennium Program is to kick sta!-i
this situation so that analo(g, ar]; :lcIg
and digital, and digital circuils fjll
reside within the same pack~j[;irlg
constraints. W h i l e  the atmi~:!
packaging scheme tll::y
accommodate the entire aviol]i(  s
(iigital electronics in a ICI x, 10 x H
cm package, the power pE”lt:ctrc]t}i(.s
associated wi th the rmst of the
avionics package will be an otdcf f lf
magnitude larger if curlolt
packaging techniques arc I.lsc(i.
Thus, to be compatible with ttic
a b o v e  p a c k a g i n g  schcrncs  tho

It is quite apparent from studying the
roadmap that power pElectronics
has a long ancl difficult road ahead.
It must achieve performance
rrlcasurernents  at least  two orders
clf r-nagnitudc  better than current
Stat{!  of [’ractice (SOF)).  Only in this
way can the analc)g  technologies of
the future he [)~ickaged  in such a
way as to be compatible with 3D
stacking teclllliqucs,
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[ igure 5, F’ower ~lE.lectronics
f<c)admap

1 h(!rc are two technologies of
fundamental irlterest to the power
pl. Iectronics  activity; mixed signal
ASIC;S  and pc)wer  h i g h  d e n s i t y
interconnect (PHDI) techniques.
1 I](} rrrixcd sigr]al ASIC development
involves the irltegratic)n  of analog
ard di{gital  circuits into the same
package. While hybrid circuits are
arl [!arly forr~l of this technology,
recetd advances allow for much
greater integration. This means that
the digital circuitry to control an
armlog functicln  can now be
integrated with the actuation
function, In addition, the package is
so small ttwt it can be easily
integrated at ttl[! point of use. This
conccptj wt]ile not implemented on



Flight 1 of New Millennium, is a gclttl
for power p Electronics.

This roadmap of all others requ~r(s
patience and long Iclll”l
commitment. So little R&[) fur]dillg
has been spent in this arcrla
compared to the digital fwld thal
great  str ides wi l l  not  bc rlli~[~c
overnight. New Millennium will talc
a long term, reasonable (i:k
approach. The first fii{glll w III

incorporate mixed signal ASICS of id
de/de converters implerncntcd  m
PHDI. Figure 6 shows wl~::l a
typical PHDl implementation lot a
de/de converter might Icmk like.
Notice that the transfc]rmer  SI ill
dominates the Iandscapc for

converters. While a lot of cffol[ I]:js
been spent over the past years III
ultra high frequency corwersiclrl  M
reduce the size of magnetics, lar{~e
technical issues [(:[1):)11”1

unresolved. l-bus, innovative l~yl)tid
and other packaging schemes Ilm’c
come to the forefront. F light 1 w III
incorporate these concepts cm VtW
cards for ease of integration. I f}tf!r
f l ights wi l l  in tegrate the pow(!r
pElectronics  right onto the stack.  III
this way the most cmrl}i)w; t

implementation can be achieved.

Figure 6. Prototype Layout of d(:)d(
converter in PHDI

~, Iigt lt_lAvic?[~ics  Architecture—.. .. _. .-. . . . . . .

Wittl th(! abcwo set c)f roadmaps, it is
ttw jc)b c)f the F light 1 Team and the
11’[)-1 to devclc)p  a n avionics
archi tecture tlmt will verify the
tcc:hnologies  along the roadmaps.
For Flight 1 ttw a rch i tec tu re  o f
1“’igure  7 has been recommended.
It is very similar tcl the architectures
of past fligl]ts but will utilize new
t[!c:hnologies  from the roadrnaps.
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Figure 7. Flight 1 Avionics
Architecture

l“he processor will bc an advanced
radiation harclencd  5 0 MIP
[]rc~ccssc)r  with up to 160 Mbytes of
Ioc;al m[!mc)ry. It will utilize the
\fXworks  real time operating system
and be compatible with a PC I data
tJu!$, 1 his “subsystem” will be
packiiged  in 2 MCMS that can be
Utilizc!d  in a 3[) StrUCtLIK?.

The SSF< will contain 2 Gbits of
stc)rage;  lGbit of DRAM and 1 Gbit
of Flash. [XI(:  to the differences in
read anti write access of the two
types of storagcj special access
Ic)gic a n d  prc)gramrning w i l l  be
ernpioycd tc) take! full advantage of
the available memory. This



“subsystem” will also be {mckagt; (i
in an MCM.

The 1/0 capabilities will bc harl[ilt~d
by various mixed  signal fi,~,~(;
designs. The 1/0 “subsyskm”  (rills{
allow the avionics systenl to tijlt:
with the VME backplane as. WCII : Is
the 1773 data bus. Thus, the 10
“subsystem” will have a P(:1 to Vhll[
conversion and interface ald o f’)Cl
to 1773 conversion and irdcr(acc

The F>ower Switching and Activati(  IrI

Module (PASM) is the backtmllc  cd
the power distribution network, It Is
a set of 16 switches built with orl(: [jf
the advanced technologies into [lt~c
small package< T h e  PASM w [11
control turnon ‘of all loads, Iirnit irl
rush currentj trip on overcurtet]t, i~rld
recycle when tripped. It will :Jlso
give status and telemetry or) c;i(t]
switch when poled.

17ight 1 Implementation..——

Due to the complexity of aciciin[; SC)
many new technologies withirl i~~

very short period of time, it has I)cc rl
clecided  to break up the stack  irllcl
h igh  bandwid th  users  ar]d l(]ii~

bandwidth users. -I-IN! t~if]l]
bandwidth users will utilize th[! 1“(’ I
bus as it means of comnlllllic:]ti(:)tl,
I“hus the Processor/Local M~>tllol)/
slice(s), the SSR slice, and tile 1/()
slice will be packaged together itlti]
one core block. T O  Iacilitiit<!
integration into the spacect  afi,, tl }(:
block will be placed onto a standar~l
6U VME card. Additional tillaly:~i:j
wil l need to be  per fo rmed t( I
determine how best to sup[)clr~  ot)ci
transfer heat from the stack, F igur(

8 s h o w s a graphic of this
implemerltatic)rl

l/O 1773 Ml Rate

f“ igure 8. 1-light 1 “C;ore” Avionics

lr-[]~ll~:rll[?nt[ition

l“he analc)g s~ctic)ns will be
sc~xiratcd  and integrated separately
to facilitate tnc]re develop and
Ctl(!ckout tiriw. Figure 9
ciclnonstratcs these
it]-l~)ler?l[>rltatic)rls.

I/()  1773 Dual Rale

Fig(lrc  9. F’ASM and de/de Converter
Implementation

Notice tl”lat each of this
inlF)lerllerltcltic)t~ is compatible with
the ‘(core” stack shown in Figure 8.
ThLJS, for fli[ght  3 c)r c)ther opportunity,
the p o w e r  pF Iectronics  w i l l  b e
packaged with the core avionics
structurx!  yieldirlg a very compact,



highly functional, il~tc{?rtd(~{l
package.

Conclusions
Power Electronics of the fl~turc  v;illl
need to packaged into smallcl  :.iz(::,

that fit with the packaging corl[:[:~lts
for 3D multi-chip modules, ‘1 II(:;c

point of load converters arid powcI

distribution/control Systm 1“) s will
allow for the implem(!ntatim} of
remote power switching, rlli(:l~).

s p a c e c r a f t implementatic)lis, afl(j

unique micro-irlstrlllllcf~l
applications.

Unfortunately, this will riot ha[l[)tn
on its own. Continued long tt:t{]l
support is needed in the field {o
continue to push the tect~rmlo{]y
pipeline. Failure to do so will cmly
widen the current “size {~a[ I“
between the functionality/size fl{gu[ c
of merit for digital systelns ‘1EI III.

analog or mixed mode syst~:rll,.
The Department of Defcmse  ar~d
NASA are working to con{ inu o
cievelopment of this pipeline.
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